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UNDER THE SINK

Postmortem
What to do after a security incident. 

INCIDENTS HAPPEN. 

incident is someone or some event showing where a 

 
real incident.
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5. Next time around, the organization will be a little more on its game, 

the organization stronger.

How to Sabotage Your Postmortem

missed opportunities and bad data, eroding its ability to mature its 

be certain to recognize them.
Play the blame game. Yes, some incidents are clearly one person’s 

Blame is an out that makes it too easy to ignore systemic problems, and 

Stop at the vulnerability.

Postmortem mistakes can have long-term 
implications, but they also can take a long 
time to identify. A bad postmortem feels just 
as satisfying as a good postmortem to someone 
who doesn’t know the difference.
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Stop at the forensics.

What Actually Works
See failures as information.

at what you would have needed to do a postmortem that you don’t have. 

Treat “root cause” as an adjective.

single root cause.
Go back to first principles.

http://cacr.iu.edu), we’ve 

http://cacr.iu.edu/principles). First principles work 

 Comprehensivity.

 Opportunity. Did something go unmaintained because the burden 
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 Rigor. Was the organization caught out by assumptions that weren’t 

automation not put in place to ensure that repetitive tasks were not 

 Minimization.
Were there more ways in, or more moving parts, than there needed 

 Compartmentation. Did someone or something have access that 

 Fault tolerance.
credential that wasn’t cheap and easy enough to revoke, so it wasn’t 

 Proportionality.

job done, people will circumvent it. When security is too expensive, 
no one will implement it. When a business case hasn’t been made 
relative to other risks, the organization won’t know what security to 
invest in and may invest in none at all because doing all
security controls is untenable.
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crop up in an incident postmortem.

Lessons Learned

There will be more bugs.
the right answer really is "patch it and move on". However, one should 
not move on without asking whether one can become more robust. Could 

secondary control that could be put in place so that a vulnerability in one 

back your engineers or deeper architectural problems that should be 

rather than the one problem that came to your attention, is how a 
system or organization becomes more mature and more secure in a 

An incident is proof, and proof is leverage. It is extremely hard 

because resources are always limited and prevention is impossible to 

It is extremely hard to advocate for resources 
to be put into security in any organization, 
because resources are always limited and 
prevention is impossible to quantify.
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hands, if

including changes in time to market, personnel turnover, reputation, 
liability and so on.

Do not provide a laundry list.
makers can take in, you have lost them. Do not drown them in minutia. 

components about as much as you want to hear about the components 

books on clear communication and working with management, so I 

Keep track of change over time.

on things that are broken. Not only can this make us seem negative to 
others, but it can cause us to appear like we’re treading water rather than 

Concretely demonstrating how security has improved year over year 
will improve team morale, protect security resourcing and autonomy, 
help leadership see security as a concrete, tractable problem rather than 

improvement in maturity, it’s better to know that so you can triage the 
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A Final Note on Forensics

specialized skills. It’s also useless in an organization that doesn’t know 

you know whether more rudimentary analysis will get you where you need 

that are relevant to more than one organization.
Remember, the goal of a postmortem is to improve your defenses, not 

to answer every question. Real life is not a Sherlock Holmes novel. You 
don’t always get a neat resolution with all loose ends neatly tied up. In 
fact, that almost never happens.

Send comments or feedback via  
http://www.linuxjournal.com/contact 
or to ljeditor@linuxjournal.com.
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